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We apply Floquet theory to explore the geometry of the Hilbert space under the influence of a time-periodic
field. The geometrical phase is found to be induced by field-driven hybridizations when the photon energy of
the driving field is close to the transition energies of the states of a quantum system. The phases of two
hybridized states are phase locked to each other. We show that the geometrical phase is in general related to the
Rabi frequency of the hybrid states. We also show that when the photon energy is equal to the transition energy
of two states the geometrical phase acquired by each state is given exactly by an integer multiple of �,
independent of the strength of the driving field. We illustrate the derived generic properties of the geometric
phase with an experimentally realizable quantum-wire system. It is shown that the interference between
conductance channels in the wire presents a way to identify the geometrical phase.
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I. INTRODUCTION

The phase of the wave function lies at the heart of the
quantum-mechanical description of reality. In a seminal
work, Berry1 derived that a quantum system evolving adia-
batically around a closed path �circuit� in parameter space
acquires, apart from the expected dynamical phase, a geo-
metrical phase which is related to the curvature of the traced-
out circuit in parameter space.2 Aharonov and Anandan gen-
eralized this important result to nonadiabatic evolutions3 and
showed that the geometrical phase is a nonlocal property.4

They furthermore showed that the system does not necessar-
ily have to undergo a cyclic evolution through a circuit in
parameter space but rather the geometrical phase arises due
to the evolution of the states themselves around a circuit in
the projective Hilbert space defined by the map ����
= ��� :��=c� ,c�C�, i.e., a closed path in the space spanned
by the eigenvectors differing by more than a scaling and/or a
phase factor. The phase is then a direct consequence of the
holonomy, namely, the curvature, of the circuit in the projec-
tive Hilbert space.5,6 An eigenstate of a quantum system sub-
jected to a time-periodic electromagnetic field is undergoing
such a cyclic evolution and would be expected to absorb
information on the projective space topology. The geometri-
cal phase, and its adiabatic-limit Berry phase, thus impose
far reaching implications in various fields of physics and
is currently being studied in regard to, e.g., the quantum-
Hall effect in graphene,7,8 superconducting charge
pumps,9 semiconductor heterostructures,10,11 and quantum
information.12,13

In this paper, we employ the Floquet theory to explore the
geometrical phase of the Hilbert space under the influence of
a time-periodic field. We show that by driving the system
into a level hybridization a nontrivial geometrical phase re-
lated to the Rabi frequency of the transition emerges. We
also examine time-periodic field-driven low-dimensional
quantum systems and illustrate the derived generic properties
of the geometric phase with these experimentally realizable
dynamic quantum systems.

II. FORMALISM

A. Quasienergy spectrum and the geometric phase

The Floquet theory presents an elegant formalism for cal-
culating cyclic states, energy spectra, and geometrical phases
of a time-periodic quantum system.14–16 We here give a brief
introduction to this formalism. Let us start with considering a
time-periodic quantum system evolving at frequency � such
that its Hamiltonian satisfies H�t+��=H�t� for a period �
=2� /�. The solutions ��t� to the Schrödinger equation of
the system will define a path C : t→ t+�, not necessarily
closed, in Hilbert space. This path describes a circuit in the
projective Hilbert space since ��t+��=ei���t�. The Floquet
theorem guarantees a solution to the time-dependent
Schrödinger equation with the Hamiltonian H�t� on the form
��=e−i	�t
��t ,� ,r�, where the Floquet modes 
�, besides
being functions of spin � and position r, are time periodic
with period �. Here we note that we adopt the atomic units in
the formalism by setting �=me=e=1 throughout the paper.
The quasienergies 	� for the time-periodic quantum system
are defined in analogy to the quasimomenta of the Bloch
states in a spatially periodic system.16 The Schrödinger equa-
tion now reduces to

H
� = 	�
�, �1�

with H=H− i� /�t, which is structurally equivalent to a time-
independent eigenvalue equation and implies that we can
formally apply all theorems characteristic for time-
independent Schrödinger theory to the periodically driven
quantum system. In particular, by applying the Hellman-
Feynman theorem it can be shown that the geometrical phase
of a Floquet state �� in the time-periodic system takes the
form16 �=−2�

�	�

�� . This equation is of a remarkably simple
form and implies that all the information of the time-periodic
field-induced geometrical phase �and hence information on
the projective Hilbert-space topology� is contained in the
quasienergy spectrum.
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Let Vac be the strength of the perturbing time-periodic
field. For an adiabatic switch off of the field the quasiener-
gies satisfy16

lim
Vac→0

	� = 	�
0 = Eq

0 + n�, n � Z , �2�

with the associated eigenstates

lim
Vac→0

�� = ��
0 = ein�t
q

0��,r� , �3�

where Eq
0 and 
q

0�� ,r� are solutions to the time-independent
part of the Hamiltonian. Equations �2� and �3� define the
unperturbed eigenstates dressed by integer number of ab-
sorbed or emitted photons. The eigenstates in this limit are
naturally stationary states in the projective Hilbert space.
They thus describe a vanishing circuit and the geometrical
phase consequentially takes the trivial values of �

0 =0
+2�m, m�Z.

B. Phase evolution in a two-level system

Due to the linear dependence on frequency in Eq. �2�, it
can occur that a pair of dressed unperturbed levels crosses at
some frequency �0= �Eq

0−Eq�
0 � / �n�−n�. For a nonzero field

amplitude, Vac�0, the solutions of the two-level system
close to the crossing point take the mixture state form ��t�
=e−i	t�c��t���

0�t�+c���t����
0 �t�� and the quasienergy levels

show anticrossings.17 The cyclic evolution of each mixture
state defines a finite circuit in the projective space spanned
by ���

0 ,���
0 � and the geometrical phase is related to the

hybridization of the stationary eigenstates. Close to a cross-
ing point of two unperturbed quasienergy levels 	�

0 and 	��
0 ,

the quasienergy levels can be written as

	 = Ē ����E

2
	2

+ 
V
2, �4�

where V is the off-diagonal matrix element due to the driving

field, Ē= �Eq
0+Eq�

0 � /2+ �n+n��� /2 is the mean value of the
levels in the absence of the mixing, and �E= ��−�0��n
−n�� is their difference. The corresponding eigenvectors read
��t�=e−i	t
�t� with


�t� =
ei��ein�t
�

0��,r� + ein��t
��
0 ��,r�

��2 + 1
, �5�

where �= ���E /2�����E /2�2+ 
V
2� / 
V
 and � is defined by
V= 
V
ei�.

Assume that the time-periodic quantum system is driven
by an external monochromatic uniform field and the Hamil-
tonian H of the system with the driving field is invariant
under a generalized-parity operator P with eigenvalues p
=� corresponding to even- and odd-parity states.16 In gen-
eral the parity operator takes the form P= PtPrPs, where Pt is
a time-parity operator, Pr is a spatial parity operator, and Ps
is a spin-parity operator. The parity eigenvalue then decom-
poses into the product p= ptprps with each pt,r,s= �1. The
explicit form of the parity operators which forms a conserved
property depends on the particular form of the Hamiltonian.
For a specific example see Sec. III A.

The unperturbed Floquet states of the system given in
Eqs. �2� and �3� can be separated into two sets according to
their parities. Two states of different parities do not interact
with each other while two states of the same parity show
anticrossing behavior in the quasienergy spectrum in the
presence of the driving field. In general, the matrix element

Vp
 of the driving field between two unperturbed Floquet
states is parity dependent. Taking this into account, the geo-
metrical phases of the two perturbed states given in Eqs. �4�
and �5� can be found from

p

2�
= �

1

2

�n� − n�2�� − �0�
��� − �0�2�n� − n�2 + 4
Vp
2

−
n� + n

2
, �6�

up to the ambiguity of adding 2�m. The phases of the two
branches �� � of the same parity �p� are locked with opposite
sign at all frequencies since +

p +−
p =2��n�+n�+2�m. In

Sec. III B we will see how this phase locking has an inter-
esting consequence for the measurement of the geometrical
phase.

For a monochromatic linearly polarized driving field
Vac=Vac

0 � cos��t�, where � is the dipole moment
operator, we obtain 
Vp
2= �Vac

0 �2
�p
2��n�,n+1+�n�,n−1� /4.
Here �p is the matrix element of the dipole moment
operator between two unperturbed Floquet states of
parity p. By identifying the Rabi frequency �n�,n

R

=���−�0�2�n�−n�2+ �Vac
0 �2
�p
2��n�,n+1+�n�,n−1�, we find

p

2�
= �

1

2

�n� − n�2�� − �0�
�n�,n

R −
n� + n

2
. �7�

Equation �7� shows �cf. Fig. 1�a�� that under the interaction
with the time-periodic driving field, the Floquet states of the
quantum system around an anticrossing point acquire a phase
after a cyclic evolution. Away from the anticrossing point the
phase tends to the trivial values expected for the case of a
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FIG. 1. �a� Geometrical-phase evolution at frequencies close to
an anticrossing point calculated from Eq. �7� with n=1 and n�=0.
Thick lines are from the positive branch and thin lines are from the
negative branch, of Eq. �7�. Dashed lines are for a state of weak
interaction strength 
V−
 and solid lines are for a state of strong
interaction strength 
V+
=4
V−
. �b� Phase difference between states
of unequal interaction strengths, 
V+
=2
V−
 �thick solid line�, 
V+

=3
V−
 �dashed line�, and 
V+
=4
V−
 �dashed-dotted line�. Thin
solid line from negative branch with 
V+
=4
V−
.
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vanishing driving field. Remarkably, the geometrical phase at
the anticrossing point, where a complete hybridization is ex-
pected, is an integer multiple of � independent of the
strength of the driving field. Furthermore, at this point the
phases are equal for both anticrossing states of both parities.
At all other points, a difference in the geometrical phase
between two Floquet states of different parities can appear
due to 
V+
� 
V−
 �cf. Fig. 1�b��. For equal amplitudes of the
off-diagonal matrix elements this phase difference vanishes
and hence the parity degeneracy of the geometrical phase is
restored This is also true in the case of ��−�0�→ �� for

V+
� 
V−
. As is seen in Fig. 1�b� the phase difference goes
through an antisymmetrical dip-peak-like structure as the fre-
quency traverses through the degeneracy point. The dip-peak
amplitude increases with increasing difference in the magni-
tude of the off-diagonal matrix elements, which in turn gives
a larger degeneracy lifting.

We can understand these features from a geometric point
of view by considering the stereographic projection of the
eigenstates onto the Bloch �Riemann� sphere as shown in
Fig. 2. Two pure states are represented by two unit vectors
pointing to the north and the south poles of the sphere from
the center. Consider the ratio q=�ei�n−n���t+i� of the two am-
plitudes in Eq. �5�, which defines a point on the complex
plane containing the equator of the sphere. A solution ��t�
=e−i	t
�t� with 
�t� given in Eq. �5� is represented by a unit
vector pointing from the center to the point where the sphere
and the straight line which passes through the north pole and
point q intersect. It is evident that this state vector is always
at an angle � to the north pole axis defined by �
=2 arccot �. The time evolution of the state vector traces a
circuit on the sphere in a time interval of � / �n−n�� and the
geometrical phase of the state developed under the interac-
tion with the driving field in a period of � is p= �n−n���, up
to the ambiguity of adding 2�m, where �=��1−cos �� is
half of the solid angle subtended by the circuit, traced by the
state vector on the sphere, at the center.

For a vanishing magnitude of the mixing matrix element,
� and hence 
q
 tend to infinity �zero�, resulting in a projec-
tion onto the north �south� pole of the sphere, representing a
pure stationary state 
�

0�� ,r� �
��
0 �� ,r��. At the other ex-

treme of an infinite magnitude of the mixing matrix element,
� tends to a positive or a negative unity and q describes the
complex unit circle, i.e., the projections onto the equator of

the sphere, indicating that the two Floquet states are formed
by full hybridizations of the two stationary states. Now, as-
sume that the off-diagonal element is a finite nonzero value.
At the crossing point we have �E=0 and thus �= �1, irre-
spective of the actual value of Vp. The state vectors of all the
four states �two for each parity� found in Eqs. �4� and �5� will
then precess around the equator of the sphere. Thus �=� and
the geometrical phases of all the states are given by p= �n
+n���+2�m. This is an appealing example of the fact that
the geometrical phase is solely determined by the circuit
traced by a state in a projective space, irrespective of the
Hamiltonian from which the state was generated. Now, con-
sider the two upper-branch states in the case 
V+
� 
V−
 �cf.
the solid lines in Fig. 1�b��. When the frequency is on the
negative side of the crossing point, i.e., when ���0, one
can show for n�n� and thus �E�0 that 
q+
� 
q−
 and

q�
�1 for both parity states. Since q� are inside the com-
plex unit circle, the two upper-branch states will project onto
the southern hemisphere and the positive-parity state vector
will trace a larger circuit on the sphere than its negative-
parity counterpart. Thus the geometrical phases of the two
upper-branch states are separated and satisfy +�−. When
going to the positive side of the crossing point, i.e., when
���0, one has 
q+
� 
q−
 and 
q�
�1. Thus, q� lie outside
the unit circle and the two upper-branch states are now pro-
jected onto the northern hemisphere. As a result, the positive-
parity state vector will again trace the larger circuit on the
sphere but the two geometrical phases satisfy +�−. A
similar discussion can be made for the two lower-branch
states and for 
V+
� 
V−
.

III. NUMERICAL EXAMPLE: A QUANTUM WIRE

A. Quasienergy spectrum and the geometric phase

We now illustrate our generic findings by considering a
realistic low-dimensional semiconductor quantum-wire sys-
tem. The interacting electrons in the wire are subjected to a
linearly polarized time-periodic field. The system is de-
scribed in atomic units by the Hamiltonian

H =
1

2m�
p2 + V�r� + ��

i�j

1


ri − r j


+ ���xpx�py
2 − pz

2� + cycl.perm.� + V0x cos��t� , �8�

where the first three terms represent the kinetic, static-
potential, and interelectron Coulomb-potential energies, re-
spectively. The last term is the time-periodic dipole field and
the remaining terms represents the Dresselhaus spin-orbit in-
teraction �SOI� due to the bulk inversion asymmetry of the
crystal. We find the static solution to the interacting-electron
problem in the Hartree-Fock �HF� approximation. By ex-
panding the single-particle spin orbitals in the Bloch form


qk
0 =

eikz

�L
�
n�

cn�
qk �n�x,y�
�� =

eikz

�L
�
n�

cn�
qk 
n�� , �9�

where L is the length of the wire; the HF equation can be cast
into the coupled linear system

|q|→ ∞

q>q<|q| = 1

FIG. 2. Stereographic projection of the eigenstates onto the
Bloch �Riemann� sphere. Away from a quasienergy anticrossing
point both parity states point to a pole. Close to the quasienergy
anticrossing point the parity states separate and describe different
circuits on the sphere. At the anticrossing point both parity states
precess around the equator and acquire the same geometrical phase.
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�
n�

m��
� 1

2m�
�px

2 + py
2 + k2� + V�x,y� + VH�x,y�

+ ���xpx�py
2 − pz

2� + cycl.perm.��
n��cn�
qk

+ �
q�k�,n

m
VF
q,k;q�k��x,y�
n�cn��

q�k� = Eqk
0 cm��

qk , �10�

where18

VH�x,y� = −
2�

L
�

qk,mn�

fqk
FD�cm�

qk ��cn�
qk � m
ln�
x − x�
�
n� ,

�11�

and19

VF
q,k;q�k��x,y� = −

2�

L
fq�k�

FD �
m,n�

�cm�
q�k���cn�

qk

� m
K0�
k − k�

x − x�
�
n� , �12�

with K0�x� being the zeroth-order-modified Bessel function
of the second kind. For an efficient numerical method
to calculate the HF matrix elements on the form
m�
n�
f�
x−x�
�
n�
m�, see the Appendix. We note that
these equations include fully the SOI and account for the fact
that spin is no longer a good quantum number in this system.
We solve the HF equations self-consistently through numeri-
cal diagonalization in order to find the quasiparticle states

qk

0 and energy spectrum Eqk
0 . By expanding the time-

dependent eigensolutions as

���r,t� = e−i��t�
lq

alq
� e−il�t
qk

0 �r� , �13�

the Hamiltonian, Eq. �8�, can be cast into a matrix represen-
tation, and diagonalized to yield the set of Hartree-Fock-
Floquet eigenstates and the corresponding quasienergy spec-
trum, in the presence of the time-periodic field. For the
numerical solution we scale lengths by the wire width W,
energies by E0=�2 /2m�W2, and fix the parameters � /WE0
=10� /W3E0=0.03 suitable for an InSb wire of width W
=10 nm. We furthermore set the chemical potential �
=5 E0, the time-periodic dipole field strength V0W /E0=0.1,
and consider the arbitrary point k=1 W−1 at zero tempera-
ture.

Figures 3�a� and 3�b� show the calculated HF quasienergy
spectrum with the zero-photon and single-photon harmonics
l= �−1,0 ,1�. In the low-frequency region the states are well
separated and show linear dependences on frequency corre-
sponding to l= �−1,0 ,1�. Here the geometrical phases of the
states are = �2� ,0 ,−2�� indicating a vanishing traced-out
circuit in the projective Hilbert space. At ��3 E0 the l=1
harmonic dressed states derived from the excited-state anti-
crosses with the zero-photon ground state. Similarly the l=
−1 harmonic dressed state derived from the ground state an-
ticrosses with the zero-photon excited state. Without the di-
pole field the system at nonzero wave vector has the symme-
try group C2v, which has only a single two-dimensional
double-group representation �5 �Ref. 20�. This implies that

every band is doubly degenerate at all k. The dipole field
reduces the symmetry group to Cs, which has two one-
dimensional representations �3 and �4, and therefore lifts the
degeneracy. Figure 3�b� shows that this degeneracy lifting is
most pronounced at anticrossing points where the effect of
the hybridizing field is most significant. Since the Hamil-
tonian H does not possess time-reversal symmetry there is
no additional degeneracy. However, by operating on both
sides of Eq. �1� with the time-reversal operator T=−i�yK
�with K being the complex conjugation�, we have

�H − i
�

��− t��T
�pk�t� = 	�p�k�T
�pk�t� , �14�

where we use the fact that the quasienergy is a time-
independent quantity. For the Hamiltonian in Eq. �8� the
generalized-parity operator is P=TRxRy�z, where Rx,y is the
spatial-reflection operators and T : t→ t+�. It is easy to show

that we then have T
�,k,p�t�=
̃�,−k,−p�−t� which is a state
that transforms as the reversed parity and of opposite quasi-
momentum. We hence find that the generalized-parity
quasienergy spectrum must obey the symmetry

	�,p=��k� = 	�,p=��− k� , �15�

which is generalization of the familiar Kramers degeneracy
where the generalized parity p takes the role of the “spin”
quantum number.

The dashed lines in Fig. 3�b� show the calculated quasien-
ergy without the inclusion of electron-electron interactions. It
is seen that the dominant effect of the many-body interac-
tions is an overall increase in energy and an increase in the
energy separation between the ground and excited states, re-
sulting in a crossing point at a higher frequency. The quali-
tative features of the crossings are however not affected by

FIG. 3. Numerical Hartree-Fock-Floquet solutions for an InSb
nanowire of width W=10 nm, described by the Hamiltonian given
in Eq. �8� with � /WE0=10� /W3E0=0.03, V0W /E0=0.1, chemical
potential �=5 E0, and k=1 W−1. �a� Quasienergy spectrum. �b�
Fine scale view of anticrossings. Dashed lines showing a calcula-
tion excluding electron-electron interactions for comparison. �c�
Geometrical phase of upper �dashed line� and lower �solid line�
branches at frequencies around the anticrossing point. �d�
Geometric-phase difference around the anticrossing point.
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the many-body interactions. For completeness we shall retain
the electron-electron interactions in the remainder of the pre-
sented calculations.

The anticrossings result in traced-out circuits in the pro-
jective Hilbert space with nontrivial curvatures, and thereby
the geometrical phases �0+2�m, m�Z, as seen in Fig.
3�c�. At the crossing frequencies an exact � phase is found in
agreement with the analytical predictions in Sec. II B. Fur-
thermore, the lifting of the twofold degeneracy around the
anticrossing point is associated with a separation of the geo-
metrical phases of the parity states. The phase difference
follows a dip-peak structure going through the anticrossing
point �Fig. 3�d��. We note that this phase separation is di-
rectly related to the presence of spin-orbit interaction in the
semiconducting crystal structure of the wire and would van-
ish for �=0.

B. Transport measurements of the geometric phase

It is interesting to ask how the geometrical phase affects a
conductance measurement through the wire. To this end we
consider a quantum wire attached to two leads and consider
transport through the four channels participating in one of
the anticrossings in Fig. 3. The four channels are grouped in
two parity groups and there is no scattering between the
groups, whereas the channels within a parity group are hy-
bridized by interchannel scattering at the anticrossing. The
carriers are injected in the left lead and collected at the right
lead. We label the channels 1–4 counting from lowest to
highest energy. In principle there are four geometric phase
factors involved. However, the phase factors of the same
parity are related as 1�2�=−4�3� �cf. Sec. II B�. From the
Feynman path summation the linear-response conductance
from left to right lead is then

G�� � 0�
e2/h

= 
t1ei1 + t4e−i1
2 + 
t2ei2 + t3e−i2
2

= �
�=1

4


t�
2 + 2 Re�t1t4
�ei21� + 2 Re�t2t3

�ei22� ,

�16�

where t� are the complex transmission coefficients from the
left to the right lead through channel �.

We may now ask what the result would be if there were
no SOI present. We then naturally have 1=2. But now the
two anticrossings in Fig. 3�b� collapse into a single anticross-
ing �cf. inset of Fig. 4� since the first excited state is fourfold
degenerate at V0=0 when �=0. The conductance then takes
the form

G�� = 0�
e2/h

= 
t1ei1 + t3 + t5e−i1
2 + 
t2ei1 + t4 + t6e−i1
2.

�17�

The conductance is in this case modulated by a single geo-
metrical phase which is a result of the phase locking of the
interfering channels. Neglecting backscattering we can take
the transmission coefficients of the wire of length L to be
t�=exp�ikL� /�3, ∀�, with the assumption that transport is

taken place at a fixed k number, suitable for a small energy
splitting. The conductance then reduces to

G�� = 0� =
2e2

h

1

3

1 + 2 cos�1�
2. �18�

This is a remarkable result that suggests that the absolute
geometrical phase can be measured through the conductance
around the anticrossing point. In particular, the extreme
points in the conductance are given by 1=m�,
m2� /3 mod 2�.

Taking the phases from the numerical solutions the result-
ing conductance through the wire as a function of the field
frequency close to the anticrossing point is shown in Fig. 4.
It is seen that the conductance with SOI �thin line� and with-
out SOI �thick line� both share the same general structure.
We consider first the non-SOI data. At point A the two phase-
locked states are rotating on opposite hemispheres of the
Bloch-Riemann sphere with the geometrical phases 
= �2� /3 and are destructively interfering with the zero-
phase state. The complete cancellation results in zero con-
ductance. At point B the phase-locked states are both rotating
on the equator of the sphere with the geometrical phases 
= ��. The two phase-locked states are hence constructively
interfering but are partially cancelled by the zero-phase chan-
nel. At point C the same phase situation as in point A again
occurs except the states have now switched hemispheres in
relation to point A. For the case of nonvanishing SOI there
are only two phase-locked interfering channels. The lifting of
the two geometrical phases means that there is now no com-
plete cancellation at points A and C. Furthermore, at point B
all states are rotating on the equator of the sphere and hence

FIG. 4. Conductance through the quantum wire as a function of
the frequency of the irradiating field close to the anticrossing point.
Thin line with spin-orbit interaction �Eq. �16�� and thick line
�shifted by 0.12 E0 along the � axis� without spin-orbit interaction
�Eq. �18��. �thick line� At point A the phase-locked states rotate on
opposite hemispheres of the Bloch-Riemann sphere with the geo-
metrical phases = �2� /3. At point B the phase-locked states are
rotating on the equator of the sphere, and consequently have a geo-
metrical phases = ��. At point C the states are again rotating on
opposite hemispheres with geometrical phases = �4� /3. The in-
set shows the quasienergy band anticrossing without SOI.
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1=2. This leads to a complete constructive interference
resulting in full conductance.

The phase evolution through the crossing point results in
distinct conductance features which enables the identification
of the geometrical phase. Although the phase at points A and
C are dependent on the ratio of the channel transmission
coefficients, and thus the coupling of the channels to the
leads, the � phase at point B does not depend on this ratio
and can hence be uniquely identified from the central con-
ductance extreme point.

IV. CONCLUSION

A time-periodic field with photon energy of the order of
the level separation opens up dynamical anticrossings in the
photon-dressed-state spectrum of a quantum system. At pho-
ton energies of the driving field close to these anticrossing
points, circuits traced out by the eigenstates in the projective
Hilbert space show a nontrivial topology. The induced geo-
metrical phase is directly related to the Rabi frequency in the
transition between the anticrossing states.

We have examined, by exploiting the Floquet theory, an
interacting-electron spin-orbit-coupled nanowire system un-
der the influence of a time-periodic field. We have illustrated
the generic properties of the geometrical phase with dynamic
responses of the quasienergy spectra found by numerical di-
agonalization. The anticrossing states exhibit a phase locking
between equal parity states and the phase separation between
opposite parity states is spin-orbit interaction dependent. The
interference of conductance channels in a quantum wire pre-
sents a way to identify the geometrical-phase evolution close
to anticrossing points in the quasienergy spectrum.

APPENDIX

Alavi showed in Ref. 21 how the Coulomb integral can be
expanded in a Fourier series in a cuboidal geometry. For

completeness we here repeat the procedure for the Hartree
and Fock matrix elements.

We can expand the function f�
x−x�
� in a discrete Fou-
rier series

f�
x − x�
� = �
g

vgei�g·�x−x��, �A1�

with g�Z3 and the coefficients

vg =
1

�
�

�

dxe−ig·xf�
x − x�
� . �A2�

Here the domain of integration is the maximum displacement
in the wire cross section x ,y� �−1,1�, implying �=4. The
two-body matrix element integrals occurring in Eqs.
�10�–�12� can then be cast into a sum of products

m�
n�
f�
x − x�
�
n�
m�

= �
g

vg�Igxnx�nx
Igyny�ny

I−gxmx�mx
I−gymy�my

� , �A3�

where Ignx�nx
= nx�
exp�ig�x�
nx�. Taking 
nx�=�2 sin�nx�x�

we have

Ignx�nx
=

1

2
�Inx−mx+gx

0 + I−nx+mx+gx

0 − Inx+mx+gx

0 − I−nx−mx+gx

0 � ,

�A4�

where

Ik
0 = �

0

1

dxeik�x = � �− 1�k − 1

ik�
, k � 0

1, k = 0
� . �A5�
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